


EU Project MACS

Deliverable D6.1.1

Specification of Final Demon-
strator

Ralph Breithaupt, Simone Frintrop, Joachim Hertzberg, Erich Rome,

Bernd S. Müller

Number: MACS/6/1.1
WP: 6.1

Status: Version 2
Created at: October 4, 2004
Revised at: October 10, 2005

FhG/AIS Fraunhofer Institut für
Autonome Intelligente Systeme, Sankt Augustin, D

JR DIB Joanneum Research Graz, A
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a. combination of properties/objects 

Examples: 
- “a switch can be triggered by heavy objects like KURT2, blue cans, etc.” 
 
b. action chains / problem decomposition 

- “switches open/close doors (1 step)” 
- “door can be opened by triggering the switch with a heavy object (2 steps)” 
- “ramps allow to overcome low walls (3 steps)” 
- “objects with handles can be gripped by using a hook which has to be gripped first” 

[METU-KOVAN] 
 
c. sensor discrepancies 

- the “curtain-problem”: The US- sensor can not see a difference between a curtain and a wall 
- if the curtain is not transparent, IR- and  laser sensors detect the same. Only the camera 

could detect a change of pattern and maybe a movement of the curtain.  
 
d. change of affordances dependant on previous actions of the agent 

- 2 switches are connected in series 
 
Every family of combinatory problems stands for a different problem quality that can be 
scaled easily to higher complexities. Solving one or more of these examples would mean a 
first success of this architecture - but is still comparable to common learning algorithms.2  
 

3.4 Time-dependant correlation 
Detecting time dependant reactions/effects adds yet another dimension to the affordances 
detection process and to the internal representation as well. Again, the search space grows 
considerably. In opposite to actions chains, where time is used implicitly, we here have to 
deal with time in an explicit manner. Complex time dependencies are a major problem in 
almost every learning process. Solving them would exceed the abilities of most existing 
learning algorithms. In real agents/robots, time is always an issue – the question is how 
explicit the architecture considers the concept of time.  
a. repeating events as properties of objects 

- doors open/close as a function of a fixed time pattern 
 

b. delayed reactions/effects on actions of the agents 

- switches have time delayed effects 
 

c. change of affordances dependant on time 

- switches work only every 5 minutes 
d. object permanence 

- heavy small iron balls put into a box make the box heavy; the balls can no longer be seen 
directly [METU-KOVAN] 

 
1                                                 
2 It would be better than most when using abstraction to find and use these combinations effectively to solve the 

given task 
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3.5 Noise 
Dealing with noise is very hard for many known learning and reasoning approaches. It is not 
necessarily needed to present a working affordances based architecture but would improve its 
usability in real world applications. Noise can be introduced on different abstraction levels. 
 
a. Noise on sensor readings 

- obvious, but important for simulation 
 
b. probabilistic events and reactions in the environment 

- the agent should be able to deal with uncertainty  
 
c. random events in the environment 

- effects occur without any correlation to previous states and actions of the agent 
 
d. random reactions on actions of the agent 

- how should the agent react on objects that have unpredictable affordances ? 
 
e. random change of affordances 

- switches triggered by colour can change their rules. (?  relearning)  
 
 

3.6 Abstraction and knowledge transfer to other tasks 
Here, knowledge is meant as a set of problem solution strategies. Handling these strategies 
intentionally independent of explicit objects is the real challenge in this project. It would be 
the most important and most interesting ability of an agent to demonstrate the advantages of 
an affordances based architecture. Problem solving concepts should be transferred to other 
problems with different/unknown objects. Like the elements of a language, objects are 
interchangeable as long as they provide the properties needed to perform a task.  
 
Examples: 
- “transfer the concept of combined switches to other tasks: same setting, same problem with 

other objects, …, “ 
 
Transfer strategies on similar objects/tasks: 
a. using the same strategy with different objects 

 
b. combining objects to substitute an other object 

- stacking some lighter cans on top of the switch can substitute a heave can (3 steps, first 
abstraction?) 

c. Learning by observing 

 

3.7 Relearning 
a. occasional but stable change of affordances 
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This scenario contains many challenging sub-tasks. To illustrate this, we name what the robot 
has to do to fulfill this task: 
  
First, in the exploration phase the robot has to learn that some cans afford grasping, that the 
graspable ones afford to trigger the switch, that the switch affords to be triggered, that the 
door affords to be opened by triggering the switch, that openings afford to navigate through 
and that some areas afford to navigate into them by opening the door and passing through the 
opening. 
Remember, that in this phase the robot has no task. Therefore, it will also learn aspects not 
related to the task, e.g., that the cans are shiftable and that they are stackable. Second, in the 
test phase, the robot has to fulfill its task to move to the second area. It will drive around and 
notice that there is no way to go there.   
Now, it searches in its memory for something that affords to enable the navigation to an area.  
The answer is that a door has such an affordance. The robot knows that the door is opened by 
triggering the switch. Then, it searches for something that affords to trigger the switch and 
knows that a can affords this. It knows that a can has to be graspable to trigger the switch, so 
it looks for a can with the affordance to grasp it. It knows that red cans usually have this 
affordance. So it tries to find a red can, drives to it, grasps it, brings it to the switch, triggers 
the switch, perceives that the door has opened and finally drives through the door. 
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5 Missions leading to the demonstrator scenario 
Due to the complexity of the final demonstrator scenario and the fact that it is very hard to 
prove and measure the performance of an affordance-based architecture, we have to find a 
way to start with simple tasks and increase the complexity step by step towards the final 
scenario. Such a way could be to split it up into multiple missions (similar to those in 
computer games). In each mission, the scenario has a different setting and the robot has to 
learn new affordances. The missions are arranged in topics derived from the key elements of 
the demonstrator scenario (see Tab. 5-1) and each topic is divided into relative levels of 
complexity (see chapter 3). The three mission topics are navigation, simple object handling 
(e.g. cans), and complex object handling (e.g. a switch triggers a door). At each level, several 
missions can be defined to completely investigate the nature of the given problem in respect 
to behavioural, perceptual and learning aspects, under controlled conditions. If a sufficient 
understanding is reached we can proceed to the next level.  
Finally, the last level combines all the different aspects and yields the final demonstrator 
scenario in which navigation, object handling, and switch triggering have to be combined to 
achieve the goal. 
 

Level of 
complexity 

 Navigation  Simple Objects 
(e.g. cans) 

 Complex Objects 
(e.g. switches) 

       

Level 1  Nav_Mission_1.1,..  Can_Mission_1.1,..   
       

Level 2  Nav_Mission_2.1,..  Can_Mission_2.1,..  Switch_Mission_1.1,.. 
       

Level 3  Nav_&_Can_Mission_3.1,…  Switch_Mission_2.1,.. 
     

Level …  …  … 
       

End Level   Final Demonstrator Scenario  (Navigating by using cans to trigger switches)  
       

Tab. 5-1: An example for a MACS mission matrix: Depending on the major elements of the demo 
scenario different missions are defined to reach higher levels of complexity step by step.  

 
More details on this mission matrix and exact mission descriptions are given in the document: 
“D6.4.1: Report on experiment design”. Right now we already can specify a set of missions 
that are essential for our development. As our understanding of the nature of affordance-based 
control grows, the missions will be adapted accordingly and new missions will be added to 
complete this matrix. 
 




